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Abstract: This paper restricts its concern to organized malicious behavior on the part of nation-states and non-governmental networks and organizations  (NGWO) against the social, economic, political, or military assets and interests of local state and national governments involving computerized information technologies.  This object of this analysis does not differentiate between cyber warfare and cyber terrorism as in both cases a principle measure of merit for the attacker is the deleterious effect on the objective of the attack rather than the proximate gain by the miscreant.  This consideration is converse of the aim of the cyber-criminal who seeks his own gain or gratification regardless of the effects on the party attacked. Nonetheless, one notes that the technical considerations, instruments and methods are the same as those found in “peer-on-peer” criminal activity.  

I. Asymmetric vulnerability of information societies 

Dominant nation states have long had the ability to inflict widespread catastrophic damage on the well being of other nations.  With the advent of nuclear technologies, the possibility of asymmetric large scale attacks becoming open to relatively weak pariah states and perhaps even well-organized and financed non-governmental organizations.  These “facts of life” drive the concerns about nuclear non-proliferation and terrorism using weapons of mass destruction.   Likewise the widespread advance of computer (cybernetic) technologies coupled with high bandwidth, digital links has dramatically transformed an old tool of conflict, information warfare, with the aim of disrupting the social fabric of the target country. 

Progressing into the information age, industrialized nations are exploiting, at an ever-increasing level, extensive networks of major economic, physical, and social assets
 connected via Information and Communication Technologies (ICT) to enhance their national prosperity, influence, and power.  Smart devices (containing both sensors and microprocessors) abound. As the price associated with radio frequency tags (RFID) drop, even packages of soap “communicate” automatically with the cashier or inventory clerk stocking shelves. Major hospital systems are combining RFID patient tags with real-time patient data entry by physicians to open the possibility of real-time epidemiology that case identify incipient epidemics or bio-terrorist attack.  Extensive communications networks now permit the intensive application of information resources to facilitate commerce, provide services and address societal complex problems. 

Connectivity is non-linear.  Moreover, the nature of information is to increase the degree of non-linearity in the fabric of technological societies because information invites and facilitates new causal relationships throughout the society.  Those whose interest is command and control enjoy greatly facilitated top-down communication, but more importantly  – and especially with respect to expanding human rights – the streams of bottom-up information flows have expanded to great rivers.  The developmental pattern of information societies is to augment both number of information nodes (where information is generated and consumed) and the number and strength (bandwidth) of links.  

A further complexity of the information society as network derives from the fact an increasing percentage of both nodes and links carry autonomic sensors of status.  If appropriately configured and equipped
, the network as a whole can both compute and test its status; it becomes able to heal or circumvent flaws in its connective structure.  We are gradually witnessing the information network accrete  – to use a loaded phrase – “self-awareness”
 with the ability to modify and repair itself.  Just as the propagation and consequences of widespread malicious code (malware)
 attacks in cyberspace are frequently analyzed in biological and epidemiological terms, so can the means of protecting information systems and networks be designed as analogs to biological systems.

The vexing paradox of highly non-linear connectivity is that it simultaneously increases both the resilience of the information network and risks and consequences of debilitating attacks on the nodes
.  Consequently cyber information warfare is evolving toward putting ever-greater societal value (or utility) at risk. 

Without question, the very connectivity of smart technologies – and later artificial network intelligence – that imbues it with such potency to benefit society also opens highly networked societies to asymmetric attack
 on information systems, whether at a comprehensive level of disruption so great as to be properly called warfare
 or at the level of terrorizing civilian populations or at the low end, cyber criminality and hooliganism.  Indeed, a Rand Corp. study has labeled as netwar
 an intermediate level of networked attacks on a society via its information networks.  With regard to the level of the threat and what can and should be done about it, expert opinions differ.
  

In practice, the damage potential of a give type of attack can vary greatly depending on the degree of preparedness and built-in security in the society or system under attack. Consequently the WFS PMP on Information Security has recommended
 that, “[The] WSIS should incorporate in its work programme an in-depth discussion of the potential adverse impact of cyberwar activities, in order to heighten the understanding and consciousness of ICT users in the public and private sectors.  Given the potential of cyber attacks to constitute a breach of international peace and security, WSIS should support the urgent initiation of work at the UN to study and clarify the scenarios, criteria, and international legal implications and sanctions that may apply, and, in particular, to examine how traditional principles of international law relating to armed conflict are applicable to conflicts in the information age.”  In substance this exhortation remains valid, but it must now be redirected to the Secretary General of the United Nations in the framework of Resolution 60/45
, requesting that urgent action be taken.
II. Objectives and loci of attack

The potential objective or locus of a cyber information attack may be differentiated according to the characteristics of information or component of the information system.  Information as a communication from one party to another is described by internal characteristics – technical form (medium) and contextual form – as well as by externals – source, ownership, credibility or authority.   

II. A. Technical form or medium can be destroyed, corrupted, compromised in the cyber attack. Commonly used forms are magnetic and optical records; emerging forms that promise to store higher information density are spintronic and biophysical. The attack may focus on 1) the stored information itself or 2) upon the communications link or traffic between the data storage system and authorized users.  

II.B. Contextual form is the paradigm in which information is accumulated, structured, accessed, transferred, and used.  Context gives meaning to data; it is the Rosetta stone of the content. Context confers meaning and makes possible understanding.
  Attack on (elimination or compromise of) contextual form may lower credibility, may make information non-actionable (either by revealing or hiding source of authority) or reduce its utility. 

II. C. Data (raw) content describes the digital “facts” information, enormous strings of ones and zeroes (bit patterns) that encode the information. Attacks on content may alter or destroy the bit patterns.  In those attacks in which bit patterns are carefully altered, stealth and surprise have particular value for the attacker as the authorized user of the information may continue to use the data as if it were valid, even though he may possess or have access to uncorrupted data.

II. D. Nature of the information source is subject to attack in multiple manners.  Attacks on the information source have at least three potential loci: 1) the information generator, 2) ownership of the information, 3) ownership of information media, and 4) access to and trustworthiness of the information.  

Generator – The availability of current information depends upon ability of the generator to continue to provide information.  Whether the generation is episodic (though at regular intervals) or continual, the existential fact of the data carries information, namely, the apparent functioning or well-being of the generator. 

Ownership – The [putative] owners of information often claim legal protection of rights over dissemination and use of information. The owner may set the criteria or even the control the access to information. Such criteria may include rights to further dissemination by the authorized user (or user organization). Such control is the practice with respect to state security information, proprietary information, and personal confidential information.  Oblique [and legalistic] attacks on ownership rights can lower the utility of information even to the point of making information non-actionable. 

Ownership of information may also be figurative referring the to person with the greatest interest
 in the maintaining the utility and integrity of the information.  That person will ideally take the responsibility to ensure the security of the information

Use rights – The owner of the information may set the criteria for the use of information. or even the control the access to information.  Such control is normal when the information deemed legally protected intellectual property.

Credibility – The user of the data should (and may be legally required to) understand assessment of his level of confidence of the data generator, source (provider), and the actual uncertainties in the data content (such as measurements, transactional records, statistics, etc.).  Attacks on the credibility of information aim at reducing the utility of data, and undermining the confidence of stakeholders in the competence of the parties (and institutions) using that data.

Ownership of information media – “The owners of information media have control over what information appears on their media. They can ensure that particular information is present on the information front by publishing it on their media. Conversely, while they cannot prevent other media from carrying particular information, they can at least keep it off their own. If they are the sole source of the information, their ability to prevent its disclosure will be greater than if the information is shared by several parties.”
  The techniques of attacks on ownership of media may include foreign takeover of critical media, legal challenges to exercise of ownership rights, legislative attacks on ownership rights – actions which may be legitimate and justifiable in some contexts – in addition to more obviously hostile action such as insider sabotage of media corporations. 

A particularly troubling form of attack on effective ownership is the social engineering attack.
  This type of attack is most commonly the province of both individuals and transnational networks
 of cyber criminals engaged in phishing
 schemes and identity theft
 against individuals and pretexting
 against telecom carriers. An attacker could use social engineering on a massive level aiming to destroy the fabric of social trust.  What makes social engineering attacks so dangerous is that they enable the attacker (perpetrator) to launch more damaging attacks or commit other more damaging crimes.
Access – Information that cannot be accessed by the user has minimal utility beyond that given by the fact of its existence.   Attacks on access may be direct via corruption (no access is possible), indirect via incapacitation of access controls such as in denial of service attacks
, or elimination of authorized status (access is opened to anyone).

Trust – Information which is not trusted by the authorized user (however, unjustifiably) is of much reduced utility and may be rendered legally non-actionable.

II. E. Information system users – Users of information are nodes in the network; information must flow in two directions for authorization of use to be authenticated. Toll records can reveal the fact of use, allowing an attacker the possibility of mining other data available on the Internet to build a personal profile of users.  “Once personal information reaches the liquid realm of cyberspace, the opportunities to exploit it are endless…  New experimental wireless tracking technology could one day meticulously monitor everything from the clothing on your back to the currency in your pocket. … With so much personal information readily available in the public domain, information and communications technologies have managed to blur the once obvious line between public and private realms.”
  It is not difficult to imagine malicious exploitation of personal information intimidate citizens to forego the benefits of ICTs and thereby weaken the society economically, politically, or even militarily.
II. F. Information systems – Data storage systems, means of transmission and latent bandwidth, and computing or processing capacity are all subject to direct physical attack using kinetic weapons or electronic means such as jamming and burn-out with high power microwaves or electrical surges.  With respect to electronic attack, information and communications technologies are harder than are generally assumed (if generally recommended precautions are taken) as they are designed to withstand nearby lightning strokes that generate large electromagnetic pulses and surges.

II. G. Regulations & Legal framework – 

[ Insert material here]

One should note that some of these loci of attack raise the value of hiding the very fact of the attack.  In such cases it is difficult – or at least counter-intuitive – to speak of acts of terrorism, as no terror is created.  When such surreptitious attack on the fabric of societal trust is engaged in by an NGWO, one might justifiably consider the attacks to be acts of cyber guerrilla warfare.   The practicality of both surreptitious and surprise cyber attack are greatly enhanced by anonymity on the Internet.  In turn, the possibilities for anonymity grow with the connectivity of the network unless specific counter-measures are taken.

III. What is to be done - defensive means and practices

III. A. Technical defense

Physical security –   Microgrids
[ Insert material here]


Authorization tools

Cryptography, digital signatures, and time stamps - Widely applied, strong encryption
 can protect the confidentiality of disclosure-sensitive information during transmission to authorized recipients. Obviously, encryption must be applied in a way that does not compromise the strength of the procedure, and an institution must maintain the security of and access to its cryptographic keys.


Host integrity

Testing & evaluation of data integrity – As the sources of an institution’s data become more complex and as data rates increase, the size of data files and information system complexity also grow. Automated testing checking routines become a necessity to ensure the validity and integrity of the data. With respect to data errors, checksums and automatic evaluation of data correlation can reveal faulty data. To examine data against clandestine alteration or corruption or to compare the purportedly identical copies of data, the checksums are comparisons of hash functions of the data files in question.  

One Way Hash Functions are mathematical algorithms that transform an arbitrarily long input message into one of fixed length.  To be useful and secure a hash must be computationally efficient, collision-free,
 and provably impossible to compute the inverse of the hash function.  

Active intrusion detection (IDS) aim at immediate detection of unauthorized intrusion and activity in ICTs
 and thereby extend the “intelligence” of the defenses by piecing together the traffic (packets) seen on the system’s network devices, comparing the characteristics network events with the signatures of known types of attack (signature detection), and finding anomalies in activity patterns.


Information system recovery 

Self-healing systems
[ Insert material here]
III. B. Digital forensics

Digital search & seizure and human rights

Hashing is also a pervasive tool in information forensics.  “Examiners use hash values throughout the forensics process, from acquiring the data, through analysis, and even into legal proceedings.  Hash algorithms are used to confirm that when a copy of data is made, the original is unaltered and the copy is identical, bit-for-bit. That is, hashing is employed to confirm that data analysis does not alter the evidence itself. Examiners also use hash values to weed out files that are of no interest in the investigation, such as operating system files, and to identify files of particular interest.”

Packet tracking –  [ Insert material here]
III. C. Economic incentives – In the absence of legal and policy checks on perverse incentives, legal externalities can actually encourage, if not amplify negative effects. Where perverse financial incentives exist, fiduciary responsibilities of managers legally require tem to exploit such incentives for proximate gain rather than to search for approaches more consistent with broader community interests. 

(… the balance in favour of attack rather than defense is still more pronounced in smaller countries.  They have proportionally fewer citizens to defend, and more foreigners to attack…. when buyers don't have as much information about the quality of the products as sellers do, there will be severe downward pressure on both price and quality. Infosec people frequently complain about this in many markets for the products and components we use.) – R. Anderson, Op. cit.)

E. Regulation & legal framework  [ Insert material here]
IV. Recommendations

Heighten awareness of end users, especially countries with nascent informnation infrastructures, as they acquire or upgrade ICT capabilities, of major risks, and of the importance of security policies, practices, and legal responsibilities..

Articulate of uniform, transnational legal guidelines for enterprise managers that can be embodied in the laws of nascent information societies so as to reduce opportunities for jurisdictional arbitrage.

Employ network security tools including strong forensic capabilities at the early installation phases of networking hardware in nascent information societies.  In parallel develop a strong legal frameworks protecting citizens against repressive levels of cyber search and seizure.

[Added recommendations]
� “We, as a country, have put all of our eggs in one basket. The reason that we're successfully dominating the world economically and militarily is because of systems that we have designed, and rely upon, which are cyber-based. It's our Achilles heel.” Richard Clarke, Interview for PBS Frontline: Cyber War!, March 18, 2003 � HYPERLINK "http://www.pbs.org/wgbh/pages/frontline/shows/cyberwar/interviews/clarke.html" ��http://www.pbs.org/wgbh/pages/frontline/shows/cyberwar/interviews/clarke.html� 


� “The simplest form of knowledge management in a computer system occurs  when it is maintained. … When a computer system monitors its own performance and is able to learn from it, it can guarantee longer periods of response without the need for maintenance. This self-monitoring also gives the system the ability to recognize when it fails and cannot learn, flagging its need for maintenance.” R. Weber and D. Wu, “Knowledge Management for Computational Intelligence Systems,” (2004)


�  The evolution foreseen here is beyond what is embodied in the motto of Sun Microsystems, “The Network is the Computer,” and more akin to the concept of Goetzel, “The Network is the Computer is the Mind.” � HYPERLINK "http://www.goertzel.org/books/wild/chapNC.htm" ��http://www.goertzel.org/books/wild/chapNC.htm� 


� Malware include viruses, worms, Trojan horses, and spyware.


� Approaches to protecting complex networks against fault propagation  have been studied in great detail in the context of the electrical power grid by the Consortium for Electric Reliability Technology Solutions, and funded by the Office Energy Efficiency and Renewable Energy, of the U.S. Department of Energy.


� “ [So] information warfare looks rather like air warfare looked in the 1920s and 1930s. Attack is simply easier than defense … Another possible relevant analogy is the use of piracy on the high seas as an instrument of state policy by many European powers in the sixteenth and seventeenth centuries. Until the great powers agreed to deny pirates safe haven, piracy was just too easy. The technical bias in favour of attack is made even worse by asymmetric information.” R Anderson, “Why Information Security is Hard: An Economic Perspective,” University of Cambridge Computer Laboratory report, (2001), � HYPERLINK "http://www.acsac.org/2001/papers/110.pdf" ��www.acsac.org/2001/papers/110.pdf� 


� “the status of information operations under Article 51 of the UN Charter, i.e. the definition of what constitutes a “force” or “armed attack” is as yet undetermined, and that the justification of the use of legitimate self-defense is, as a consequence, equally unclear… new, extended criteria for the definition of weapons and armed aggression should be sought. Cyber attacks on other states could then be considered acts of armed aggression under the UN Charter, and, applying the principles of proportionality and necessity, thresholds for responsive actions in self-defense could be defined, taking into account the direct as well as the indirect damage cyber attacks can cause.”  Information Security in the Context of the Digital Divide, Information Security Permanent Monitoring Panel (ISPMP) of the World Federation of Scientists, Document WSIS-05/TUNIS/CONTR/01-E, Sept. 2005. P.35  � HYPERLINK "http://www.itu.int/wsis/documents/listing-all-en-s|2.asp" ��http://www.itu.int/wsis/documents/listing-all-en-s|2.asp� 


� “Netwar is the lower-intensity, societal-level counterpart to our earlier, mostly military concept of cyberwar. Netwar has a dual nature, like the two-faced Roman god Janus, in that it is composed of conflicts waged, on the one hand, by terrorists, criminals, and ethnonationalist extremists; and by civil-society activists on the other. What distinguishes netwar as a form of conflict is the networked organizational structure of its practitioners — with many groups actually being leaderless— and the suppleness in their ability to come together quickly in swarming attacks. The concepts of cyberwar and netwar encompass a new spectrum of conflict that is emerging in the wake of the information revolution.” Summary in  Networks and Netwars: The Future of Terror, Crime, and Militancy, J. Arquilla and D. Ronfeldt, ed., National Defense Research Institute, RAND, 2001 


� “Some experts maintain that cyber attacks with potential strategic national security effects, often referred to as an “electronic Pearl Harbor,” are impossible. Others proclaim they are inevitable.  Contemporary predictions on these matters run from the benign to the apocalyptic. “ C. Billo and W. Chang, “Cyber Warfare An Analysis of the Means and Motivations of Selected Nation States,” Institute of Security Technology Studies at Dartmouth College, Dec., 2004, � HYPERLINK "http://www.ists.dartmouth.edu/directors-office/cyber-warfare.php" ��http://www.ists.dartmouth.edu/directors-office/cyber-warfare.php� 


� ISPMP, Op. Cit.


� “Developments in the field of information and telecommunications in the context of international security, ” Resolution adopted by the General Assembly  [on the report of the First Committee (A/60/452)], A/RES/60/45, January, 2006, � HYPERLINK "http://www.un.org/Depts/dhl/resguide/r60.htm" ��http://www.un.org/Depts/dhl/resguide/r60.htm� 


� For example, a recent US Academy of Sciences study found that  “Although there are many private and public databases that contain information potentially relevant to counter terrorism programs, they lack the necessary context definitions (i.e., metadata) and access tools to enable interoperation with other databases and the extraction of meaningful and timely information” National Research Council (2002), "Making the Nation Safer: The Role of Science and Technology in Countering Terrorism." Washington, D.C., National Academies Press. � HYPERLINK "http://www.nap.edu/html/stct/index.html" ��http://www.nap.edu/html/stct/index.html�  


�� HYPERLINK "http://www.princeton.edu/~protect/BasicConceptsAndTips/SecurityIsRiskManagement/WhyInformationOwners.shtm" ��http://www.princeton.edu/~protect/BasicConceptsAndTips/SecurityIsRiskManagement/WhyInformationOwners.shtm� 


� D. E. Denning, “Power Over the Information Front,” Yale conference on the Global Flow of Information, March 10, 2005, � HYPERLINK "http://islandia.law.yale.edu/isp/GlobalFlow/paper/Denning.pdf" ��http://islandia.law.yale.edu/isp/GlobalFlow/paper/Denning.pdf�


� “Social engineering is the practice of obtaining confidential information by manipulation of legitimate users. A social engineer will commonly use the telephone or Internet to trick people into revealing sensitive information or getting them to do something that is against typical policies… social engineers exploit the natural tendency of a person to trust his or her word, rather than exploiting computer security holes. It is generally agreed upon that “users are the weak link” in security and this principle is what makes social engineering possible.” � HYPERLINK "http://en.wikipedia.org/wiki/Social_engineering_%28computer_security%29" ��http://en.wikipedia.org/wiki/Social_engineering_%28computer_security%29� 


� “Even when they are targeted by law enforcement, many criminal networks are inherently dispersed, with the result that they do not provide … loci for law enforcement attacks… networks, especially when they are transnational in character, can exploit differences in national laws and regulations by engaging in what might be termed jurisdictional arbitrage.”  P. Williams, “Transnational Criminal Networks,” in Networks and Netwars, Op. cit.. � HYPERLINK "http://www.rand.org/pubs/monograph_reports/MR1382/index.html" ��http://www.rand.org/pubs/monograph_reports/MR1382/index.html�.  What Williams writes about criminal networks is a fortiori true of international terrorist networks.


� For an example, see “Online scams create ‘Yahoo! Millionaires’”  � HYPERLINK "http://money.cnn.com/magazines/fortune/fortune_archive/2006/05/29/8378124/index.htm?cnn=yes" ��http://money.cnn.com/magazines/fortune/fortune_archive/2006/05/29/8378124/index.htm?cnn=yes� 


� “Simply stated, identity theft occurs when a thief obtains confidential information about another individual, and uses it to defraud others. … Identity theft is uniquely dangerous because it is an enabling crime—one that permits criminals to commit other crimes.” Valetk, Op. Cit., ¶13


� “Pretexting is to pretend that you are someone who you are not, telling an untruth, or creating deception… pretexting involves tricking the telecom carrier into giving up personal information, in most cases, with the scammer pretending to be the customer.” � HYPERLINK "http://en.wikipedia.org/wiki/Pretexting" ��http://en.wikipedia.org/wiki/Pretexting�  In the US, pretexting is illegal under the provisions of the Gramm-Leach-Bliley Financial Services Modernization Act, Pub. L. No. 106-102, 113 Stat. 1338.  


�  In a denial of service attack the attacker prevents access to or use of use of a cyber resource. Such attacks may "flood" a network with large volumes of data or deliberately consume limited resources, such as network connections.


� H. Valetk, “Mastering the Dark Arts of Cyberspace: A Quest for Sound Internet Safety Policies,” 2004 STAN. TECH. L. REV. 2, ¶92, � HYPERLINK "http://stlr.stanford.edu/STLR/Articles/04_STLR_2" ��http://stlr.stanford.edu/STLR/Articles/04_STLR_2�


� “Cryptography and Liberty 2000,” Electronic Privacy Information Center, � HYPERLINK http://www2.epic.org/reports/crypto2000/overview.html#Heading7 ��http://www2.epic.org/reports/crypto2000/overview.html#Heading7�  (discusses the policies of governments around the world regarding encryption policies and responsibilities).


� A hash function is collision-free if it is computationally infeasible to find two input messages that produce the same output.  Modern hash algorithms produce hash values of at least 128 bits.


� Intrusions are defined as “attempts to compromise the confidentiality, integrity, availability, or to bypass the security mechanisms of a computer or network.”  Rebecca Bace and Peter Mell, “NIST Special Publication on Intrusion Detection Systems,” Feb 12, 2001, � HYPERLINK "http://www.dougmoran.com/tatzlwyrm/CACHE/nist_special_pub_on_ids.pdf" ��http://www.dougmoran.com/tatzlwyrm/CACHE/nist_special_pub_on_ids.pdf�


� R. P. Salgado, Fourth Amendment Search and the Power of the Hash, 119 Harv. L. Rev. F. 38 (2006), � HYPERLINK "http://www.harvardlawreview.org/forum/issues/119/dec05/salgado.shtml" ��http://www.harvardlawreview.org/forum/issues/119/dec05/salgado.shtml� 





